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Identification of vegetable pests using spectral clustering analysis
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Ahstract: The broad bean, an annual leguminous plant, is widely planted in China as a food source. During ity growing
period, the leaves and pods of the broad bean are often damaged by pests, which reducs yield and even results in crop death.
Information on crop growth can be obtained quickly and comprehensively by collecting green crop reflectance spectra followed
by ﬂéing cluster analysis to identify the spectra of infected crops. In this study, a spectral acquisition device was designed to
collect visible-near infrared reflectance specira for three types of broad bean leaf samples in a darkroom with supplemental
lighting. The tested samples included healthy leaves, leaves with slight insect infestation, and leaves with strong insect
infestation, 30 spectra were sampled from each type. Principal component analysis (PCA) was used to conduct dimension
teduction of the spectrum dataset. Hierarchical cluster analysis of the sampled spectra was conducted using the single-link,
complete-link, and average-link methods and the sum of squares of deviations (Ward’s method). Our results showed that
‘Ward’s method had the highest identification

rate of sample spectra, followed by the single-link and average-link methods, whereas the complete-link method exhibited the

hierarchical clustering effectively identified the three types of spectral samples.
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poorest performance.

The single-link method required the ieast amount of time, followed by the complete-link and

average-link methods, whereas Ward’s method required the most time.
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1 Imtroeduction

In China, broad bean crops cover an area of
approximately 3.2 million acres, with an annual output
around 6.6 billion pounds. Broad beans are used as both
food and nectar plants. Their flowers, leaves, and stems
are used as an auxiliary treatment for constipation,
hypertension, and edema, which give the crop a high
economic and pharmaceutical value. Major pests that feed
on broad beans include the broad bean weevil, aphid, and
vegetable leaf miner; of these, the broad bean weevil is

the most common. The adult bean weevil mainly infects
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bean pollen and tender leaves, and the larva parasitizes
the pod and eats the bean. If infestation is not detected
quickly and preventive measures are not implemented,
significant decreases in crop output may occur.

Precision agriculture (PA) offers a fast and accurate
method of obtaining information on crops that suffer from
pest infestation, allowing strategic management during
the crop growing period (Gebbers et al, 2010). Pest
control in modern agriculture utilizes computer-based
mtelligent equipment, remote sensing technology, and
real-time monitoring methods to distinguish healthy and
infested plants and the degree of crop damage. By
comparing the spectral features of infested and healthy
crops, differences in crop spectral reflectance within
characteristic bands may be detected. _

The spectrum analysis has a long history;, the
application of modern near-infrared spectrum technology
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began with quality analyses of agricultural products. Birth
(1957, 1958) used necar-infrared

spectrum analysis to examine the quality of egps, fruits,

and Norris et al

and vegetables. Recently, analytical methods based on
spectrum technology have been widely studied and
applied in agriculture. Niewitetzld et al. (2010) buiit a
model for the automatic and optimal selection of rape
seeds using infrared spectrum technology. Sankaran et al.
{2011) used visible-near infrared spectrum analysis to
build an identification model to determine the degree of
huanglongbing infection in citrus. Lin et al. (2014)
selected spectra with wavelengths from 530 to 650 nm
with image information to analyze cabbage leaves
damaged by diamondback moths. Anna et al. (2014) used
Fourier-transform infrared spectroscopy in three sample
groups of coast live oak to determine its resistance to
phytophthora ramorum prior to infection. Naresh et al.
(2013) studied different spectral indices to analyze cotton
pests and obtained 69%-74% accuracy. Zhang et al. (2012)
studied spectral and digital images of crop leaf area index
{LAT), and the results showed that the spectral method
was more stable than the digital image method using LAT
measurements.

Cluster analysis is an unsupervised multivariate
statistical method. Based on characteristics of the data, it
can analyze relationships between close and distant
objects using similarity or difference indices. Cluster
analysis has been widely applied in agriculture in recent
years. Jan et al. (2015) applied cluster analysis via
advanced machine learning to detect biotic stress. Li et al.
(2012) used Fourier-transform infrared spectroscopy and
a cluster analysis to study the characteristics of broad
bean diseases and pests. Gumienna et al. (2016) used
PCA alongside the nonlinear iterative partial least squares
{(NIPALS) algorithm to detect the bioethanol production
eificiency of 258 different com types, and the result
showed that the ethanol vield of the fermentation process
depended on the variety of the grain. Cheilane et al. (2016)
used hierarchical classification to anmalyze the mineral
components of breadfiit. Jin et al. (2016) used PCA and
hierarchical clustering to study the oxidation resistance
and color of 110 different herb teas, compared them with
eight types of green tea.

At present, pattern recognition and data mining of
crop spectra and images is a major focus of precision
agriculture. Through cluster analysis of the spectra of
specific crops, which can provide data and théoretical
support for further research and application of cluster
analysis in agriculture, we can effectively recognize and

classify crop pests and diseases.
2 Materials and methods

2.1 Plant and pest materials

Three types of broad bean leaves were selected as the
experimental subjects: healthy leaves, leaves slightly
infested by pests, and leaves strongly infested by pests
(Figure 1). Thirty sample spectra of each type were
collected, such there were 90 experimentél samples in
total. Leaves and broad bean weevils were collected from
the experiment field at the Jiangsu Academy of
Agricultural Sciences on May 1, 2016.

Figure 1

2.2 Spectral acquisition

An Ocean Optics portable fiber optic spectrometer
(USB4000) with an acquisition band from 200 to
1100 nm and an optical resolution of 1.5 nm was used to
acquire crop spectra. Reflected light was transmitted to
the spectrometer through probes and fiber optics (Figure
2), and the spectrometer transferred the collected spectral
data to a laptop for downioad and analysis. It is difficult
to ensure a stable and continuous source of sunlight
during long experiments. For this reason, and because
stray natural light can affect spectral collection, the
experiment was conducted in a darkroom environment,
using a 25 W UVB halogen tungsten lamp as the light

source. A tound BaSO; test whiteboard was used to
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balance the spectra and adjust the integration time.
During spectral acquisition, the distance between the
fiber optics probe and the center of the sample surface
was 3.5 cm. To minimize the impact of the incident
angle of the light source on the reflectance spectrum, we
set angles between the light source and the sample at 45°,
90°, and 135° for reflectance spectrum measurements;
the average value of the spectra from all three directions
was considered the reflectance spectrum value for the

sample.

Figure 2 Spectral acquisition device and environment

2.3 Data preprocessing

Because the spectra collected by the spectrometer
contained noise and baseline drifts, the Savitzky—Golay
convolution method was used to smooth and de-noise the
spectra. Savitzky—Golay is a filtering and smoothing
technology widely used in absorption and reflectance
spectrum analysis (Ruffin et al., 1999; Turton et al., 1992;
Luo et al., 2005).

X,
X=fr (1

j=r

The 5-point convolution smoothing method was

applied to collect spectrum data considering the
weighting factors of the Savitzky—Golay coefficient
window:

v —=3X, ,+12X,  +17X, +12X, -3X @)

' 35
Through the data pre-proceeding, the reflectance
spectra of the three kinds of samples is shown in Figure 3.
Chlorophyil plays a crucial role in the absorption of light
by green plants. Because chlorophyli tends to strongly
absorb spectra from a band range of 200 to 450 nm,

spectra within this band have a low average reflectance,
generally within 10%. Because wavelengths around
550 nm are considered within the range of significant
spectrum reflection for chlorophyll, the reflectance
spectrum curve for spectral bands from 490 to 600 nm
displays a wave peak and medium reflectivity
{approximately 8%-28%) within this range. Between the
visible light waveband and the near-infrared waveband
(i.e., around 760 nm), reflectivity increases sharply
(45%-55%) and forms a red edge, which is the most
significant feature in the reflectance specirum curve for
green plants. Because pests have complicated chemical
components with differing optical power absorption, the
pest spectrum does not follow any rule, and further
research is required to analyze the spectral characteristics

of certain pests.

80r Healthy
Slightly
60 F Strongly
5
o
g 40|
o
= :
é i
201 \
1ot %
s et
0 I i 1 1

0 200 400 600 800 1000 1200
Wavelength, nm

Figure 3 Reflectance spectra of the three sample types

2.4 Cluster analysis
Cluster analysis is a multivariate method of
classification that uses individual characteristics to ensure
that individuals within the same class will have maximum
different exhibit

maximum heterogeneity. Hierarchical clustering is the

homogeneity while classes will
most widely used method of cluster analysis and is
known for its stable clustering results and straightforward
process (Praisler et al., 2015). It can also be applied in
high-dimensional data clustering and therefore is widely
used in precise agricuiture research (Mratinic et al., 2012;
Balan et al., 2015; Justyna et al., 2016).

This study used hierarchical clustering to conduct
cluster analyses of crop spectra. Hierarchical clustering
uses the distance coefficient as its classification statistic,

which requires consideration of iwo core factors: (I}
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and (ID

similarity measurement between classes, Many methods

similarity measurement between samples
can be used to measure the similarity between samples
(Li et al., 2010; Kavitha et al., 2013). Zong of al. (2014)
used EBuclidean distanice, cosine angle, and correlation
methods fo measure similarity between pest spectra of
brassica chinensis, showing that Fuclidean distance
performed best in identifying pest spectra. There are
various methods of measuring similarity between classes;
the proper method should be chosen based on the nature

and characteristics of the clustering object.

Table 1 Distance measurement of hierarchical clustering

Similarity measurement of hierarchical clustering

Similarity measurement belween Similarity meagsurement
samples between classes

1 Similarity distance 1 Single-Link

2 Cosine angle 2 Complete-Link

3 Caorrelation coefficient 3 Average-Link

4 Relative error distance 4 Centroid-Link

5 Maximurn dissimilarity 5 Sum of Squares of Deviations

coefficient (WARD)

Four methods of the single-link were selected, namely,
complete-link, average-link methods and Ward’s method
to measure the similarity between classes. Then the
hierarchical cluster analyses of the spectra of three types
of crops were conducted and the clustering results were
analyzed.

(1) Single-link method

Assuming that dj is the similarity distance between
sample 7 and sample 7, and D,, is the distance between
class G, and class G,, then Formula (3) can be used to
calculate the distance between different classes:

D, = Min d, (3)

" G, jeG,

The single-link method defines interclass distance as
the distance between the most similar samples in two
classes.

(II) Complete-iink method

By adopting the assumption in Formula (3), Formula
(4) can be uvsed to calculate the distance between Class G,
and Class Gy

D= Max d, @)

Pe ieG,,jel, q
The complete-link method defines interclass distance

as the longest similarity distance between two samples

from two classes.

(IIT) Average-link method

By adopting the assumption in Formula (3), 7, and r,
refer to the sample quantity; Formula (5) can then be used
to calculate interclass distance using the average-link
method:

D:

Fq

Max d, (5)

npnq iel,.je0,

The average-link method uses the average value of
distances between samples as the measurement between
classes.

(IV) Ward’s method

Assuming that n samples must be divided into %

classes denoted by Gi, Gs...Gy, n, refers to the sample
quantity in Class G.. X is the center of gravity of G,

and X isthe i" sample in i. The total sum of squares
of deviations for & classes is
koon . —_
W= 2 (X" - X" (xP - X (6)
=1 =]
Ward’s method combines the two classes with the
smallest variation in 7 until all samples are combined

into one class.
3 Results and discussion

3.1 Hierarchical clustering of pest spectra

Matlab 2012b was used to implement the hierarchical
clustering algorithm. Using the Euclidean distance for
distance measurements between samples, and using four
different for the
hierarchical cluster analysis of the three types of samples,

interclass measurement methods
we obtained four different tree diagrams (Figures 4).
These tree diagrams showed that all four clustering
methods first calculated the Euclidean distance between
samples, then categorized samples with the smallest
Euclidean distance into one class, and finally calculated
the distance between new classes and other samples.
Because different methods were used to caloulate
interclass distance, the final clustering results were
different. The advantage of the hierarchical clustering
method is that the principle is simple; thus, we can
observe in detail the process by which small classes are
aggregated into large classes, and the similarity between

samples can be seen in the similarity distance.
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Figure 4 Hierarchical clustering results of broad bean pests’
spectra

3.2 Cluster analysis of pest specira

Because the pest speciral clustering contained
high-dimensional data clustering, PCA was used fio
conduct dimension reduction processing of the spectral
data, which can effectively evaluate the efiects of
hierarchical clustering.

PCA transforms multiple variables into.a smaller

pumber of comprehensive factors. Through linear

transformation, PCA can transform the original data into
a set of main feature components that are linearly
independent in dimension and can be used to extract data
and reduce the dimensions of high-dimensional data
(Maurizio et al., 2009).
PCA determines the final data dimension by
of the

components. Generally speaking, corresponding values

calculating the coniribution rate feature
with contribution rates higher than 70% can be used as
the data dimension (Jolliffe et al., 2016). We used Matlab
2012b to run the PCA algorithm and applied dimension
reduction processing to the original spectral data. Table 2
lists the corresponding relationships between different
eigenvectors and dimensions in the spectral matrix. We

chose two-dimensional spectral data, and the contribution

rate of the eigenvectors was 99.78%.

Table 2 Contribution rate of eigenvectors

Principal component analysis of pest spectra

Data dimension 1 2 3 4 5
Contributien rate~ 0.5436 0.9978 0.9989% 0.9990¢ 0.9992
Through PCA of the sample spectra, the

high-dimensional spectral data were reduced to a lower
dimension for expression and analysis. It showed that the
distribution three

two-dimensional space following PCA in Figure 5.
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Figure 5 Pest spectral distribution

Using PCA to reduce the dimension of the
high-dimensional pest spectral data, we demonstrated the
distribution of sample spectra in low-dimensional space.
Figure 6 shows the hierarchical clustering results of pests’
spectra by using different interclass measurement

methods. In the new two-dimensional space, when we
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used different interclass measurement methods, the

hierarchical clustering results were different. At the
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Figure 6 Principal component analysis results for four methods of analyzing pest spectral

Four different hierarchical clustering methods were
used to conduct cluster analysis of three types of pest
spectra; the statistical results were shown in Table 3.

Table 3 Recognition rate of hierarchical clustering

Recognition rate
Model
Healthy Slightly Strongly

Samples 30 30 30

Single 32 (93.3%) 29 (96.6%) 29 (96.6%)
Complete 30 (100%) 23 (76.6%) 37 (76.6%)
Average 32 (93.3%) 29 (96.6%) 29 (96.6%)
WARD 30 (100%) 31 (96.6%) 29 (96.6%)

In accordance with the clustering result in the
experiment, the clustering effects of the four kinds of
similar distance are summarized, in which, the single-link
distance’s identification rates of the three types of
samples are 93.3%, 96.6% and 96.6% respectively; the
complete-link distance’s identification rates of the three

types of samples are 100%, 76.6% and 76.6%
respectively. The identification rates of average-link
distance are 93.3%, 96.6% and 96.6% respectively. The
identification rates of WARD distance are 100%, and
96.6% and 96.6%, respectively.

It can be seen from the results thai the WARD
distance is the best for the identification of the pests’
sample spectrum, followed by single and average distance

the identification rate of complete distance is the worst.

Ed

We executed each of the four hierarchical clustering
methods 50 times and calculated the average time
required by each method. We used an AMD A$ processor
with a frequency of 3.6 GHz in Windows 7 and 8 GB of
RAM memory. The time consumed for each clustering
method was 0.52 s (Single), 0.61 s (Complete), 0.55 s
(Average), and 0.65 s (WARD), respectively.
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4 Conclusion

The quality of crop spectral acquisition was affected
by various factors, such as the light source, acquisition
distance, incident light angle, pest density, and integration
time of the spectrometer. To improve the accuracy of
spectral acquisition, the experiment was conducted
multiple times in a darkroom environment; the spectra
were acquired from different angles, with the average
result used as the experimental data. However,
guaranteed accuracy of the acquired spectral data was not
possible under these conditions. Consequently, we
recommend finding a more reliable method of obtaining
crop pest spectral information in a fast and accurate
mannet.

Some currently used clustering methods, such as
K-means and fuzzy C-means, require predefined cluster
numbers, and the clustering center is randomly chosen
during the process, which tends to yield unstable
clustering results. Hierarchical clustering avoids defining
the clustering number by using a similarity matrix during
clustering yet generates the same result. The direct
observation of the sample clustering process and the
results obtained by combining the clustering results
through tree diagrams and PCA results is beneficial to
research on crop spectral analysis.

Because there are many types of crops and pests that
have different characteristic reflectance spectra, it is
necessary to determine the appropriate cluster analysis
method. This study used hierarchical clustering and PCA

to analyze crop and pest specira. In future research,

hierarchical cluster analysis can be widely used to
analyze and identify crop disease and pest spectra to
improve the detection of diseases and pests for precision

agriculture.
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